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① Teenma (Integral Identity) : XCRc
,

0

B .
v

. E(X)=[P(xtd
I takeexpectationon

(integral exchange JU]-
(t)de => E(x]=/(1 ( + = x3(t)]dt =SIP(t

= X)dt8 <fix=fi de=
X

↳ Extension : xER
,
E(X]=(P(X(t)dt-P(X =+)d : x0x =

-
id= - + =03d

ut to= u => ptp - = u'a

↳ th moment : #(IX1P) =9 p(Kuldu =SPIXKv1dn =Spt"Pltdinteral CIR
-

② op (Jensen's Inequality) : E : I-> R convex
,

XER R . v. Then GE[X3) = ECE(X)]
Pt : Omnited
-
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,
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&-R

,
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11x11
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,
0

:= ess-sup((x1)
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- 11X11
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Gr OPEg = O Exem : x1x, 23
has measure zero
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④ op (Morbor's Inequality) : VER
,
f : 10, 0)-> 10 ,0) 4

.
Den VacOIP(1/2) =EO

# to lx) is positive RV. v/f(s)Igiva = fo( => +(2) P(1XK, 2) = #(foly1]
-

Possion Limit thm

No: CLT & WLIN give linear rather Ran exponential tail bounds... XBerci/Pi) 3-i= 1 #set -Si-her2-concentrationInequalities of Independent Random variables Sw -> Poi(t)

zcE = 11(z: 1) : Plz : -1):
-

8 hmz.s(Hoeffding's Inequality) : X
, ...,

An independent Symmetric Bernoulli R.
V. S atte"

,
then FEc, o

I

4)I xit) = explai (Bad for small poo success pi]

Pf: WLOG
,

set Hall : 1
,

e . g. of 11911271 , put : : Fan = P)EiX: Hallut) = e
*

-

e
+

Then markor . ESetaitiz =
etai

Get Pixi <t)= exp)- + + +
eceta (cosh=⑳

hm2.11/Cherno's Inequality) : : ~Ber(pi) i = 1, . . .,
N So = Ex : M: ECSN] FEM

D
&

IP(Sw < t) = e-M (EM)
t

&: Martor w/ et 10
, compute MGF

,
I +ze, optimise over +* = log() => >M &

note: can show result for the degree ofrandom graphs.
M bodests-

&ABound; suppose 7630 sit . the centered MoF E() = Ele
+ (x-E)JERy Hlb

Applycnaction to X:= et( - 1(3)
=> P(X - Mc, +) = Ple

+ (x - 1 (s)c
, e

+4)
Then optimise ; log P(X-Mc, +) =i BlogE-t

p- never tric / ↓(2) :· * -telt
⑤ Moments of Normal Distribution : X-No, 1IXII

, p
:old me

↓
↑(z) = #

&

↑ 11x11
, 0

= /E((x10]) =(d)
W = x2



8 p 2 . K /Sub Gaussian Properties): XER
. JC : it sl, . . .

, 33 S i t
.

I

(i) Tails of X : ↑((x1xt) = z exp1-th/ci) +? O

(ii) Moments : 11XII
, p

= C up up >

(iii) MoF X2 : #(exp( +
*
+>] = exp(C +2) ((+ ) = +

i) McFbd : Edexp(x")] = 2

It ECX] = 0
,

Ren (i)-(iv) #) (v)

(v) MG = bdX : ESep( +x)] = exo(s) #

: Healty ...
Go through carefully .

Use sterling ,
M

, power serves
,

mortor
, optimise e a

Def2
. 18 (Subganesian R.

V
. 1) : XER P. V

. satisfying one of (i) - (iv) is subgensson,

Al Define S. g . room

1) X 114
,

" n+ St > 0 : Elexp(x
"

/ 2)] = 23
Worms ... ever triete

,
use convexity & take a hie .

# 2 . 22 /Sub Gaussian D. V . #) : X EIR P.
r. / M: #C*] is S. g . If Jos0 S .

t.

↑ Ele + (x-My = et02 F1 EIR o is the S. g , parameter . Ans. 6 . (5)

Dop2 . 24/Sums of independent
S . G . B.

V. S) : X
, , . . .,

Xp S. G . v/ params 5,
~1 Then Sn = Ex : S . 6 . u/ param o : So? It mean zero

,
more ...

60 through .. mosting definition prestiny .

*

~2 . 23 (Hoeding bounds on surns of independent S. G .
R. v . S) : X

, , . ... In indepent
1 S. G . WI mean Mi , paraed oi ,

then ftc
, 0

↑( :
- Mil +) = up(02)

It: exponential Motor
, by & optimisation *

⑭ omma 2 . 27 (Centering) : X s .
0. Then X-ECA3 S. 6 . too us llx-ECXJI= 11411+

2

A number Note :Pict > 1 a E I C(a)-

logz: Ally
,

norm -> 11x-ECXIy
,

= 11X+
,

"IIEX31I
+ and Edeplan,et] = 2 =HallT-Lpbd

So lIE[X3Iy= ClEC31 = cECIxi] = < 11X1 = C11X1I4,
-

may as well

⑮op2 . 28 (Sub-Exponential R. V. S) : X R-valued D. v. Following equis for aps
,

const
.

(i) Tails :

very important ↑(1xkt) = Zep1-t/c ,) t >0

(ii) moments : eat 1 . 1 here 11x10 : ECX10] = CP Fpc,
(iii) MGFg 11 : # [exp(+ (x1)] = exp(cy + ) Ut S . % . 0 = =-

(2) MGFy 11 bbd at some pt : Cep((x))] = 2

If E[X] = 0
,

Ros (i)-(iv) equir to (v)

(v) MGFX : If An N10 , 1) # (exp |++)] = exp)cs1 # s .% . 11 Is
#[x] = 0

, ESI1] # O !!! Note : # + X ~ Exposential/+1)
Symmetry no symetry t

SAME
DECAYIf: same as subsaussion so just copy

... IP(Xc, t)=Ste+de: #AS (#)

⑯ 2 . 29 /Sub-Experiented R .
V. I) : X-Sub-Exponential of it satisfies any of (i)-liv) above

Set
11x1y

,

= in + Stc0 : Elexp((x1/t)] = 23

#Norm proof in support closs



⑪ lationship between Sub-Gaussian & Sub-Exponential R .
V

. S

↑ enuma 2 .
31 : X subgaussion #) X" Sub-exponential and 11x'llp

,

= 11x117
t30

# X subgaussion => P((X(ct) = P((X(, v) = zexpl-E"/C ? ) => X sub exponent
* subexponential => P/1X1t) = P(IXP, +2) = zexp1-t

>

/C,") => X sub gaussian

Norms : 11x14
,

= inf&(10 : Elexp(x=c)] = 23· 11 X 11
+

= in + 3k > 0 : E(ep(x +) = 237- put c = k " => 11x 214
,

= 11x117

& ·

A

emd 2 . 32 : X,
/ subgansson = XX sub exponential and 11x14

,

= 11X11+
,

11/1142

# who ly = 11/1
+,

= 1
.

Wis ECexp(x)] =>&Cep(+) = 2 => E(exp((X +1)] = 2 = 11x x y
,

= /

to: Young's irequality ! ab= be

⑱ 2 . 35 /Sub-exponential R
. V. #) : X / mean MER is sub-exponential if

=) (
.
0, 0 S . t . #(exp( +(x-M))] = e

22+ 2/2 (H) = t

: This is justentered my a lambla bound

D -Example2
. 36 (Bbd D. v. S : XER P

. U. mean o
,
bbd on [a , b]

,
XIX

copy ,
a

= rademachter
,

men Ele** ] = e
+ 2/b-a)/z

(Jensen]

8 Exce
**

] = Ex Cet
- (x2)] = Ex ,

(e
+ (x -

x)y = (x
,
(E(e

+ x( -

x(j)
#Cety =ettet

note: SLassing E I+ = e
#2

/day up]-

wid justgetso8nodown
not 100 % ... (x -xkb- a

seregits Returning , ExCe
+") = # ...

Se
+<x-x3/2) = e

+ (b -a)/2

importance

⑭ =

&
Two diff regions based on

from diy sub. exp.

note :
just using constraint bot 11 i & minimisery exp. Mortor.-

⑳ Dep 2
. 39 /Bernstein condition) : X EIR.

R. U.
mean MEM , var o-10

, 0
-

A satisfies De Bernstein conditionby param boo of IEC(X-MI + ]1 = H264-2
,

te= L
,

3
,

4...



P

A

As use?

~
L

z
#XX = ECIy] = /XIIColling + =

(General Hoefding)
8 ercise 3 . 41 : X, . . ... An indest mean zeo s. g . D . V. at #"

,
then 73, 0

4)/ : X : (, ) = zep(-) to ma EX: /
+3

-

-per 3-Random vectors in High Dimensions

2)centering for subexp . P
. V. S) : XE S. e

. Ren 11x-ECX
,

=C11X114,

③ . 3. 3 (Bernstein Inequality) .
X

, .....
In independent mean zer s . e . M- R

.
V. Then

Etzo sub experiente
4)It X : ( t) = zexp1-cmiSE , E3N) = 2 disfrequence

,
not so bad---

so some abs . Unt . O
, te=mat Ellilly,u

&: some as e but tricter of to minimise

& 3. I (concentration of me Noon): XEM random vector
,

u indi s. g .

words
.

X :

11 with ECX:] : 1
,

then 11/2-5114
,

=Ct where He rea Ellill3 , <10 abe
chart .



&
- Note : 1 : Sub gauss o

8 1100
,

assume te, 1
. /1 = -1)

. => X :2-1 subsponentialit
22 I

=" recentered↳m
= 8 sub exp,

unterag => 1IX-11l+,
= Clxi1y

,

= ClIX = CH2 C: max]

2 [ using to "c
, tasts1

Bernstein P- 11, 4) = zep)- enmim ) = zept min Su2, u3)↑

S S
-#autI For z1

, 0
, y 12-11, 8 => 12-11 : maxES

, S23 Is·
Pt: If z = 1 => z + 1 > z => 1z2 - 11 = (z + 1112-11 S2
-

If 0 = z= 1 => z +1 >1 = 122 11 = 12 + 1112-113 S

so set u : maxES, S23 and z : 11 in at to see that
hossible norm

, hardto of much easier to of
- -

↑(I 11 - 11, S) = PLA-11 maxs, &3) = Zexp1-52)#
ninor fouse

EFact I v = mindu ,
n2 3 = S2 where : max Es, $33

Pf : Sc
, g2 => Si= 1 = u = S = v = S

-

->S > 1 => 55
-

u = S = v = S

Set t = Sin = P(IIIXI2-mn/ > +) = zexp ( -I Ill-u/s. g,

(A) set z = 11X112 - In
note: Ex sheet I extended this to show met Pro :

-

-

11 z1l4z = Ch 2 wiS IEfz]/ = Ch
2

(B) J(a) IEY3) = ECIzi] = Il Ell
, i

& = EIElr,
(b) ·

-
=( +

=3 .

3 (Small Ball Probabilities) ; XtD ~ / X : having polt +: : -I s .
% .

If:k)) = 1 vi Exce .
WTS ESCO PCIIIa = sin) = (C2)" for some ( > O

abs
- e

,

8 PCIIAIz = emn) = P(III = en) = 1) -11XII2" - 2
-

n) = et
~

Etexp1- + 11x112)]

Elepi]eSedLe = eten E(epp)- + x : )

Plug in of optimise over 1.
*

-about geometry in high disconsions

& B = Exe" : Ha = R3
,s : Ik = R

e.g .
n = 3

,
R= /

↑(E) : [P(E) :E
Area (s) = 4& vol(B)= R

,
Area( ⑧

I S . A. measure
vol(B):

-

② n-dim por : vo(B) = S/rhdrdo: does
a = zu

U
t= r2 d+

& Relation : I(n) := S :Se
...
d ...d dr It

zE
alternatively * t = r zro &

[(n)
= dofd =Are(fredt :Areas

-

-Here
, Area (S")= O-:- (1- 3)A

- x ↳dueoverwhelming- e
inof a high Dim range ! ---- ·

-



11- 3) Aie 391-2)x : <A3 ,
vol(D-37A) = (1-3)"vol(H)=A) :-a)

Random rectors on me unit ball one orhogonal / high probellity !
sample N pts X",

...,
X' uny. on unit ball Menu / prob 1-01)⑳

I- Vie El..... 43
N &

(b)
=X'x' y= fi =j

P(UAi) = [P(Ai)
(a)

27#: P/1IX"ll = 1-2) = end from 8 pets = men

"I= expl-zlogN) -

N2
Union bd : P(JiE 31...., W3 : /IX'llzE1-N) = N . We =

(b) Spt class...
N

2

X , X
, xz ... X

, Xn

⑫ oraviance Matrices : XX random rector . XXT = ()(X .....= "
E [x] = ME M", then i -

- covariance-matrix : cou(x) = E((X-MJX-M)T] = ECXX] - MMT
I

XnX
,

- I X I
- 2nd moment matrix : [ = ((x) : 1(XXT] = (E(X : xj])ij

PCA : write [(X): Suit where uts" exsenvectors for si eigenvalues.

order by size s, Sz ..., Sn ,
then forget about smaller eigenvales

↳ dimension of data reduced ! dentity operato
or butiton

-
- Den

Meg3. 11 /Isotropie random rector) : X ER"isotropie f [(x) = EXXT] = An
D ↳ unit various ,

components * depend on each over

⑤Mama3 . 13 (Isotropy) : XIR"sotropic #) /= X
, x") = 1k: FacEc"

D T T--FE = In

8 ESX ,x] = EX,jXj]==Eli
,j=

not Enough to Show El = X
,

e :< ") = 1 Abasis rectors e
, . . ., In

↳ Id marginals all have unit various
-> isotropis dist evenly extends

is all directions,

8 ma 3. 14 : x Ette" is isotropic . Then ECIXII] = n
, f X

, x also indi EX ,Xc= n

-
(x) Scyclic property of trace] In

-

P: (a) I [11x112] = #(X
*x3 : Extrace (x ** )] = Extraces ++ )] = trac((XX+ 3) = n

Ex ( = X
, x(y] = 11/1122
-

(b) For realisation of X
, E(=X , x ] : ExCEx( = x

, x > /x]] Clar y total expectation]
Put x = Y = E_ (11/11] = n <part(4)]

: , istpie
,

indi = 11la .I, ( , %) w = ( ) ~ En
so in hi dim

,
X , X almost always orogonal.

③3
. 15 (Spherica Dist . ) : XR.

rector is sphernally distributed if X-Uny(ms"")
Note : Xv Unig/s"") is sorope ,

but X
,
+

...
+X = n => not independent.-

uniform so cos"-sin : 1n = 2

&
Mits 2π -and

U↓
# X = v (0) #X ,

e,] : Encoso]:
E Any random XEI" vy indi

,
mean zero words X : W/ wit var is isotropic in A

YEAR" is Xw No
, In)

-e .g. Symmetric Derroli Xo Ung (3-1 , 134 f Xi ~ NCo , 1)

I( = x
, x] : E[Ex)+ndmanzerxj) = E = Kell fake↓



: If X-N(p , C) MEN" ,
variance-covarianes matic CERE

,
men

MGF doesn't always8e
x

(t) = E(ei + ] = #(i = =
, mc - E = t

, x)] converge
,

< F solves
This probless

UUT = UTU = In
-3. 18 (Standard Normal Dist . is rotation Invariant) : ~ N/O , In)

S O(n)
11 Then UX N/0 , In) /a rotation doesn't change the distribution orthogonal

Zeit"*

# z = uY
,

Izll? = z z = x
+ UTUX = xTX = 11/12 and Idet(villdet(vi)) = 1

So FJECV
,

write z = Vy Fysta & charaderistic function

Ezle
= +

, z)j = Je
= 5

,
z

·i d: Sgty kic

&(t):e Han

- Sep +,z)
z =Ux = = j

, (x) = = uT5
,
x)

=> = Ux
,
Ux = xTVTrx = xx = = x

, x)M

- DitSexpl-y ,yu ,yIdetudy

- :Se
complete & & Fubini :· independence

- Sir exp) - t(y :
- (u

+
7) ; ) + =(

+
5)?). dy:

-2
-

- itFee -[(y:
-

(uTti) y
IR

= exp( = = u + 5
,

uTJy)

= e
= 5 , 57

[MGF o standard normal]

= Ife = 5,
=> z & X have same (F => Zuura

/GeneralNormal Distribution) : SE symmetric , positive definate.
XER" n/m = EX] ,

then

x = m + 2 = z : X = m + +z

X - ((p , 2)() z = S
=
(x - m) - N(0

, #)E)f
-

(x) =[d
e+p(zx- m,"( -x(x)

③ / absten domvetebgDA

1) X 114
,
"S... Ell = X

, x 114
,
3

⑬3.
20 : If XEM" has independent mean zero sub-samss

,

words X: X sub
- g.and 11x1Iy

,

= Cmat Bl for some abs cat. CO

If: Piets a direction a s"I compute [x= 1

↓
11 x, /I = 11 ill=C Cmaxill

- ⑳

which is MGF g
Standard normal .

-

dz=

ZEH

E



O

⑮ 3
.

21 (Uniform Distribution on the Sphere) : XER"w/ Xw Unitions"),
pl then X is subgaussion and 11X/I*

= C for some a
. c

.

(0.

# For ease
,

norts my unit splure so z = ~Unit /St) Unornly chosen

Wwis Izl+= E ll E z
, x1l+, Funt rectorsg"- just piete

E one direction

Show P(1Z
,
13t) = zexp1-ctn) wischis : can piete x = e,

Upper tail :
--
/(2)bathto C = EzeS"" : z

, +3 (spherical-

vo cap]

P(z , (t) = P(z(t) =1S only for th < +E) 1-t , th
S

Es- ,
t = 0

Set 0' = It
,

0
, . . .,
0) = (

+
< B(0, FE)

bath reall factor
-
L 1

-P(z, +)= 1- t =e

(valid for O = t = ]
,
Cor E = =

··parepa S

201(Z ,
t) = especting > some for - z

,

: . P(1z ,
k, t) = P(3z , +303 - z

,
= - 3) = ze *

-

15 N
-hapter4 - Random Matricies

j9
⑧8&A4

.
1 : Let /5 ,

d) be a metic space ,
tect

,
aso xoz

E

(a) E-net : a subset ICI is an E-net o it j
E of sores pet of N

.
Faek Jy+ I

every pin Kis
within adisa

Ros 3 oper concepts but will step ...
not the point of be models ...

⑯ 6
.
2 : A

.
BCI"

,
A + B = Sa + b : atA

,
be B3 (set addition]

⑪ 3(Covering Numbers of te Endidian Ball) : Let t < M"
,

310
,
Ik1 = vo(k),

BM = Sx + /" : 11x1 = 13 (closed)
·
Then

(a) portalizati
,a

coveriery number

(0)
(b) (t)" = (N/B'" ,

11 · lls
, 3) = (E + 11"

-

Bobby
admini

- For upper bod
,

let N = PCB'
,

11 · llz
,

3)
,

construct N closed disjoint bals

Ba (2 : ) w/ centers :Ets , balls will certainly fit
inte + &B'

- -
So we see NIEB"l = 1k + &B'l extended set

H

-- -

apply / k= unict ball itself · Bs(i)
B

B all- notes addle inequality from stepped... - disjoint



# 4
.
8 /Hamming cube) : 2 = 50 , 13"

,

dy(x , y) = #Six (n] : < (i) + y(i)3 ,
x

, y + 30, 132

Hote : er .
to show inetic ?

-

⑮ Deg 4
.

10 : Attorn represents a linear map from
"
-> A

"

Te!)-

(a) Operator norm of A
-

M

max

lIAll =
max

· "13033 =ma ,
ElAxl-

x +S
, y + Sa

- 3 = Ax
, y)3

- eisen values
(b) Singular values S= S

: (A) are the U
: o AAT and ATA

,
Si(A) :NA

order Dum 5
,

25
y

> ... Sn 40
, f

A symmetric Sittil

~ S
:

= singular values

() If v = rant(A)
,

Sup decomp : A : [S :
U :

V
:

T : : Lest singular rectors Eth

= vi : right sizey -
rectors Mer

: 11 All = S
,
(A) Clargest singular value)

# Remond 4
.

12 (operator mon on a net) : Let 10 , 1)
.

A tem
,

then loo only
E-net IV

-

Il of S"" ,
we have Sup 31/Asla] = All=S EllAlla3E-net is a

xf(XD subset...
-

* If lower bd : NC S
n - 1

=> SuEllAll3 ,
EllAsly3 = /All (triva]

everel Upper bd : Piete e Su 5. t .
llAll = /Axellz (Note its image compact set compact

below Choose EX S . + . 1/x-colla = E so will attain suprouces (S"" compact)]
too... Rem 11Ax-Axollz = 11 AllIx-colly = EllAII E

llAll= a

1) Asolly = llAs-(Ax-Axo)/lzllAxllz-1lAx-Asolly(1-3)lIAll

3. 13 (Norm of S
.

G . Random matrices) : AEM* random motix wy independent mean

it [m]
, jeCn] ,

then Ft > O

ze subgaussian random entre j port -ze he =mEl
!

E-cet asguementu =ju y7()
# ETP1 : For 3=, can hid an E-net ICS""and -net 54(S

&

"w/
S""uncountable ((1 = /F2 + 1)"= qu

, /N/E(*
+ 1)" = qm [Prop] cordinality oE-act bounded

&net findet Ex that improves⑮ 10 All sup 3Av,

<3#ExEN
, yeSY[concentration] = 2

⑫2 : Pete EN
, year) Inequality

single entres just tate
mat

2 ↓

-
St.

oa
2
↓

,IlAs
,>l = 11 Ai [EjijCk[Ey = 2k2

↓ sub-gaussion i = 1 ↑ abs
meas concentration bd for specific hous dist .

cu
-I

soVusOp(xAx , y< u) = 2exp)-2) 10 some
st

230
2

↑((x) = u) = ze

W und union bd P(UA : ) = EIPCAi)STEP3 : Unfor choice of
as & y E-net so able Ho

cunon (d) do finite &
↑Coex3 = Ax

, y
<3 > u) =

Sum ![P(Ax ,yu) = qm. zeF
-

xEN, yes # elements
Set u = < k(( + im + t)

-> u2c, c +(n + m + =)
, adjust (0 S. t. 3(em) + th

-

- t2
Then

,PC,
m

yes 3 = As
, y

>, u3) = qu* zexpl-3nem) + + 2) = ze
-

so P(IIAllu) = ze-t2 143)n
+

m I
·

-
independence made cale .

rel
. easy ,

now relax. Random vor bles

-hapterS - Concentration of Measure-General Lose
Not necessarilyindependent...

Methods- Baut1 : Entropy



# 3 . 1 (Entropy) : X R-valued
,

4 :-IR convex , then

Hy(x) = ECU(x1]- PIE()) is the entropy of X for e.

note : Jessen : P((x)) = EJU(X] => He(X) < O
-

(a) Y(x) = x2
, He(x) = Vor(x)

(b) y() =
-

logu ,
z= ett

, Hy(z) = log E Ce
+ (- E(t))]

4(0) : = 0

() ((n) = ulogy ,
uso H(z) = He(z)= E(Elogz] - ELz] log E(z]

⑮ Def S . 2 /relative /Shannon) : - find sample space
,
M

,
(2) set of poo ,

measures
-

(a) The relative entropy not ge M
, (2) is

S
[p(w) longw g(w) => p(w) = 0

H( · (g) : M ,
(2) -> 10

, 03 ; pi-H/plq) = wer

+ 0 o/w
(b) The Shannon entropy of XEI v/pdf peN) ,

(u) is

#(x) =(-1(p) =
- Ep(w) log pls

⑱Entropy&f MOF : X EIR R. V
. z: = et +10

,
then He*) = +Mix<) - My (t) Log my (H)

Y(u) = nlogy

& H(e +x) = Hy(e
**
) = Ecuce**, ] - /Ele ++

3) Y(u) = ulogn

= EC + Xe
+*
] - Ele

+*

Jlog tele
+ "

3

= + M ! (1) - my (t)(ogmy (t)

: Ar N10 ,
02)

,
then My(t) = estor

,
m= () = +o=m

=
(t) => H(e

+*) =... = +-m
- (x)

bound on me entropy
-

S. 10 (Herbst Arguement) : XEIR B . V . & suppose for oc0
,

He
**
/ = to My (1)

for El / I = (0,0) or MC
,

then log Ele
+ (x-EC)] = to eT
--
bound on centered moment generati I

note : I = R
,

then bd = X-E/X] is subgaussion w/ param o
-

F = 10 ,
0)

,

then 6d => P(X, E(X] + +) = e-
=202

t, O F = R - 2 fail

#

# i = 10 ,
6)

, assumption = (t) - my (t) logm = (1) = t 0 -
+m

+ () (,
recall ECX"] = Mx (t) /t

= 0
:·
· Mx(0) = 1 extend to 0 ve L'Hopital's rule !
-

Define 6(+) := flog My (1) for + + 0
,

610) = him
+6)=m

MGF exist = 6'()= -logmx (t) se( becomes 6'H) = 02

↓ 10 > 0 + (0 , 0)
Integrate inequality : G(+ ) -GHo) Eto(X-to)

,

let to to & G(0) yelds
G (t) - E(X] = + (log My ( +) - Loget(x)) = 502 +

*

⑳3. IS : concentration of functions of many R.
V. S Jhrfrgnf)

(a) f :
"
-> H separately convet of Fhtdl . .... n5 fr : -> I is converter(b) f : x -> X Lipschitz as f faceX JVCXst . He globally lipschitz its

(c) - : X-> X L-lipschitzds of JER Sit . dy(tkd) , thyl) = Ldx( , y) Ex, ye X

smallest such C := 11 fllcp

⑤m 5
.

16 (Tail bods for Lipschitz functions) : XtI"
,
indicords v/xE(a , b)

, f:"-> I separately



convex
,

+ L-lipschitz dis wat 11la
,

then Ft, 0

P(f(x) - EC+(x(] + t) = exp)-ba)
: long ,

dese
, stipped ..

need to trom

& 110 +(x)/I:= = as

& Tower property : use conditional expectations , fit some data & consider me outcomes
on unfixed data..

:M-> H

ne: can apply ten by s

operator

Corringpolipschtzd separately os.. e .g.ais

111M1- Im'Ill = 11m-will = 11m-m'lle Idea : extend An Unit(inS"")

P-concentrationvia Isopermetic Inequalitiesfiti- &(x) sub

gansson , DEPENDANCE !

⑤ 5
.

24 (Isopermetric Inequality on I") : Among all subsets ACIR"w/ given volue
,
Endidion

balls have minimal surface area . Moreover
,

Faso cucidian bells minimise the colise

of te E-rebourhood of A
. Aq = &xE" : JyEA llc-ylln = <3 = A + EB' .

#: omitted /just analysis) Sphered cop <(a , 3) = Exes" : 1k-alla = 23
⑤ S

. 25 (Isespermetris inequality on Sphere) : Let so
,

then
among

all A < S""wy given
area on .,

(A)
,

the sphere cop minimises the awed of the 2-neigbourhood On .. (a)
Es

# no pf (note 1111
,

NOT spherical metre from geometry) g*t

o (A) = a 1ItG
& Lemma 3

. 26/Blow-Up lemma) : For any AC is"" ,
let o denote me normalised

-

D and on the sphere. If (A) E ,
then /A

+
), 1-22 for some a . c. O

# Hemisphere H = ExS" :x, = 03 ,
o(A) = (H)

, t-neibourhood He is e-

I ! lowesSphered cap , so= o (A
+ ) o(H

+) 1 & - E
C IHe I

=

L by toSW#
in x

,

3 socopy& ,
o is uniform Pressure on inst => (He)P(Xe He), by-

than
,

Xor Units"") is sub-gaussion. Note Dat He is: S

Here aIdmorginalsubgamis
an

th ⑭

This extendss
to non-linear functions
⑤ms.

22 (Comentation of Lipschitz functions on the sphere) : Let f: S R

be a lipschitz function and X-Unit (mS"") .

Then 11f(x)-ECXIly
,

E CIIfIcp
for some obs. Corst. O

a- C .

# Dis implie vac, o subara foa

# Wodelinemeden: and mc.
LLaim : Etc, 0 P(XcAt) = P(f(x) = M + t) (=> P(f(x) = m+ +) > 1 - ze<]

# XAz = llx-ylt for some yeA . Def A => fly) = M
, liflip : /

so f(x) - f(y) = 11 f(x) - f(y)))y = /IX -

y 112 [f lipschitz]
= f(x) = fly) + 11x - yllz = M + t => clair

Repeat wl - => P(f(x) <
,

M - t)c, 1- ze
it

combing The two estimates

yelds P(1f(x) - m1 = +) = 1 - zexp(- [t2) => 11f(x)-m1+= 2

For centreg,
its ll f(x) 1) S

. G . reverse 1

↓

Replace M-> E(X] : 1/1 f(x)/y - 11 M1 +
1 = 11 f(x) - MIlt

=

= C

- 11 f(x) -IEC+ (x)]1ItE Co11MIlt
,

= = - + 11f(x)1I
+

= C #IECE andeyis



5 ms. 30 (Matrix Bernstein Inequality) : Let X
, . . . .. In be independent mean zes

random non symmetric matricies s . %. IXill=H a . s. VitIN]
,

then Et > 0

n NE P) II. : 11 ) = Inexp) - HEs)iin
↑ NR.

U
.

#: whole estimate "too hard
"

but lots of named results needed...
/

can call expectation bd, -values -rectors Minte ex:but just computation - - swen
W [ -

& /XE Sym . Xi
,

Ui
,
f : R-> I

, function o a matt f(x) := Ef(ti)u : :.

positive semidefinate ,
write XO

, so y : (m) 0 Vi => Mo
nxn

For YR
,
xYy#)X=X()X - y30

⑥ Men - Thompson Inequality : A
, BEI"""symmetric ,

then Trace (e
***

) = Trac(e
" )Trace(e)

8)iFrequality : HER f(x) : = Trace(exp(H + logX) => - concave on Ray -

&Bdon MGF : Xt mean zero
,

random
,

11X11 a . s
.

Den

#Ce
+* ] = exp(g( + )(E(X2]) where g(): forH

: For ze K
,

k - 2

=3
geom . Series
-

Put z = + x
,

kl= t
,

12153 => H1k = 3 = H= = et = 1 + + x + g(t(x)
used in
applications
↳ Foradation

Convert from scalar to matix = e*** #n + +x + g()X" ,

take up & Haze
N data ps

y Data Scene -

8) Thm S
. 38 (Johnson-Linderstrauss Lemmal : Let () = 3X , , . . ., XN3 ,

XiER"
, piets 30

-

On
, m

: Eqpairingornat vector subspaces of 3 Des~Unit (Gn
,
m) sampled

&-
with oriosona projection Pinte E

,
then wh high pozabilitysmaller sample on smaller space

subspec
corpairwise 1- Ze'

<Em
Q : #P is an approximate sometry of the set it

, that is
search -

normy he

1) - silkx-y((z = 1lQx - Gy((z = (1+ 3)(kx - y1k ·mage same.

Of Not covered. Basically you can efficiently represent a lose dataset in a
-

smaller one ! See foundations of Data science p.
25.

-

-per6-Basic Tools in Heh Dimensional Probability
DD Decouping

⑳ 86 . 1 (Chaos) : X
11 ....

ndi I R.
V

. a
;jE ,

i
, je[n] .

The random quadraticXn
D corn below is called choos

j:Ax = X
,
A

xtR"
,

A = (aij)

Note : For ease CX:) = 0
, var(X) : 1

,
Den IE( = X

, Axc] : [aij #(ix;] = Sai : Trace (A)-

i
,jilTo overcome independence, use uphing technique

,
late as an identical nelependent

copy& condition on X
&

jointE not

etp ./X
~ and Z

-

8 ma 6 . 2 : x
,
Zet

,
Y1z s . 1 . EC/] : E(z]= 0

·
Then #F : /"-> R corvet

, E/F(y)= ECF(x+ z)]
I F is convex

8 Fr yeR" , F(y) = Fly+e])=EFly + z)]
, Rhenpiet y = %

,
take Ex

#y (F(x)] = Ex [F(X+ Ez(E])] = Ex[FlEz(r + z3] = Ex * #z[F(x +z)]

Not
,

as X
,

z independent
,
Ex

, z
= E * #2 is just a productof integrals ...



aii = 0 it (n]
-

⑳ 6 . 3 /Decoup) : Att diagonal free
,

XI"R. rector w/ independent mean

P zer woodas Xi ,
'independent copy of X .

Then forevery convex F:-I,

Ex,Axc)] = E [ F(4 = X
,
Ax ,)] replace X v /

↳-
on idential copyconvexmasey choos expectation of the mixed choos & pay a factory 4 !

8 Idea : Study portal choos S -
:jeicij)iX; w/ IC31 , . . , n3 a random subset.

(Note Dat : dii = 0
,

no square terrs so can safely take i
, je = Is

let S
, , . ...

Sn be n indi Bernoulli P. V
.
/ PCS:

= 0= CS:: 1) =

,

:= Ei : Si = 13note :
just sweats his in

#S: (s; /Then = x
,
Ax)=jx;

=

4 S(jj; )
=4 ; ]

=
= I

#(F( = X
,Ax)] = E

= E [F(4E- ijX ; Xj)) (apply F
, Jesu ,

Fubini
(i , je ItI

jeIs
/Fix an I in above

. (Kiliet independent of (x
; )je Is => diet of Sumcoming X

;
+ x

,
Here -

WB(E (n] = E ,
. . . . . n3

E[F( = X , Ax <)] = Ex [F(43
ijt+ =

c9ijx ; xj)]
ECF(4 [aijxixj)]-

Vi= E V + z
,

+ zz
i ,jt(n]x[n]

"jeijxixs , condition on all Br.

-
& I

BAR(Xj)jet E17
,
3==0and 17: Is

Zit i lit; # decort
Y Lived E(z2) : E aijX s = o-

Zi E i
,jE]'x In]

:Stecistits now apply expectation
I

keep
ed ~ curt I 4 X

,
Axx

[

F(4 %) = ECF(4XZ => ECF4]EECFT47+ 4)] o

random worabdes

Thm64(HansonNight Frquahiyrandom vector w independent mena b c

te = rain E11X: 11423

4) ) ( = X
,
Ax) - 1(= x

, Ax(]k, t) = zep) - cmmE)E) , lia)3)
Note proof needs : Istipped po ... maybe versit ... )

& Lemma 6
. 3 (MGFGaussian Chaos) : X

,
x'v NO,#n)

,

X 1 X', AERU Han-
/

A =S ...

# [exp(+ = X
, Ax's)] = exp)c + /All

=
) He (some a . c

. CLO)
S

=Es:viii 1)
=> As in

z - = Xi ~ N/0
, 1.

) = Xi'm No
, In

Aij = St 43
n =Stun

M

↳is em

/ -Using SVD o & Sinvit = = X
,
Ax) = & Si = ui ,

x) = Vi ,
x'z

ii /

Independence : E(exp(+ = X
,
Ax'c )] = ESep(ts : :%')]

Y= I=
i = 1 X No , 1) = Ele+ ] : e

**

For each it (n)
. Elexp(tS::Y: '(lx] = E(exp(+??/2)] = exp/C+ s;
-

conditional Ex . /Y lived] isub-gaup , X2 sub-ep 3 S?[
C

Together : EC exp(+ = X,x c)] = exp(c[s:) w/ t = -

i = 1 max &S;3
u = i = a

11All - &

⑤ ma 6 . 6 (comparision) : XIX'EIM mean zero subgaussian 11 "randons vector

~ llXlz , 11X'lly, = R
. Y,

I'm N10 , In) ,
1 Y AER"Den

E(exp(+= x
,Ax's] = E(exp(( ++= y

, Ay(x)] ↓Et

#: condition on X=* X , AX's subgaussion
=> Ex [exp( = X

, #x')] = ap(c +
=

k
=

1)Ax'12)
# (exp(y = =, Ax 'c)] = exp(m 11AX'12/2) MERR, choose m : ik

# Texp) + = X
, Ax's)] = E

_
Cerp(m = y

, Ax's)] = exp/c+H /AX'I) , E Preped



Pf Hanson-Wright : W1O6
,

K = 1
,

Show I sided tall estimate
, p

: = p(X , Axc - E(X ,Ax] < t)
-

~ x
,
Ax) - 1) = x

,Ax)]= i? - E(X?)) +Ejx;
(: Eajtixj) = 0]

so ! Just estimate --

P=(*) (,) ((**), tz) 1 **S

P , Pz

XiagonalSura : X : sub gamp= X :
2

sub exp. => Xi" -E/X: - mean zero sub exponential
⑮

centering , 1IX" - ECX31ly
,

= ClIX: /+,
= CIIXi/E =C CX ; sub-gaussion]

⑬

X
,

one sub gaussI

#sons .Bernstein,
+x

,Ax)] scoining~ N/O, In ⑤6)

↓ PP(x,) = -Ele +s = E(exp(4 += X
, Ax's)] (comparison]

Sa
Markov = exp(c +-llAllE"( [Gaupon Choos]

pz = e -
* +

((e + JE exp) -z + (x'llAllEtz) (H) = i
Optimise over of Ill for t unit ,

then for t ..., near
#

② concentration for rectors you form BX ,
Bried, X isotropic

6. 8 (concentration for random vectors: BE
m + n

indipesident man zeo subgaussion coordinates'M randomredra

1) ll BX11 - IIBIEly
,

= ChallBII ↳=mat E11X : ll+3

Pf: willstipdastea- F

⑮~6 . 10 (Symmetric R.
V. S) : XEIR symmetric y X & - X have same distribution.

↑(cXc, a) = 1P(x), a(c = 1) P(z = 1)
A ↳ If Xe E Sym.

Bernoulli
,

X1E
,

ben
+ 1P( - x>, a(c = - 1)((c = - 1)

=(((P(x)a) + 1) - x), a)
P((((za)=4)((x(a)s = 1) ((E = 1)& EX and E/X1 Syne & EXE/X1 lawg + P( - (xk

, a)c = 1)P(z = - 1)

compute =(IP((x(, a) + P(- 1xk, a))
= (*)& X Sym => 9x ~z(X/P(aX= ) =...

If xc0
,

(x) = ((((x), a) + P(- xc
, a))

-+ x = 0
,
() = j(P)- xc, a) + 1(x, a)

& X'ind. copy g + = x - x Symmetric R. V. so
in

either case(
= Pla,

↳ use mat (x ,
x') ~ (X, x) => f(x, x') = x -x) applied to fo, , and exix the sacre ,

⑯ 6 .
12 (Symmetrication) : Let X

, .....
In be independent mean zero random rectors

-

↑ in a named

spar indesBerm Soa F = 11 : 11

Pf :*= Upper Brand : let

tintiid cre(# ↳ yelds
# [11 [3:

/x : -x : '(ll] = ECES ,
(

,
-X , ) + S ( : -(1]]] [ *~ /** ]

T# )
--

=(11(x , -X,+ A: El-
i =

= #[11(x ,
- X , ) + ( : x Note ↑ -X :' symmetricby Xi-Xi've

,
/x : -Xi) ,

& use I eg
condition on E;/*
-

I

↳Bound · El: ID] =E((::E
~Later - Random Processes

⑬ 7. 1 : A random process over a indexing set T
,

is a collection oaudom
variables X = EX + SteT

E T= N
,
Xn=Z : zie did

,
men X is the discrete time andos walk.

# 7.

3 : (
+ /tes random process with ECX13 = 0 FteT

,
men

(i) The coverance function of the process [It , s) = cor(X
+, Xs t

,
SE T

(ii) the increments of the process are desired as d(t, s) = 11X
+ -X

s /11 = (E((Xs-x+ (3))
*

E
, set

n > m #[z? = 1
2

Eg .

Random walts : din , m) = IXn-Xmll =Ill m



7. 5 (Gaussian Process) : () A random process is a Gaussion process of finite To CT
, De

random rector (x
+ +e To

has a normal distribution. Equin , (xitet is gausser

process y evang finite hear combination [a
+

X
+ Aft is normally distributed.

A (b)
,
TCR"

,
XvN10 , 1)

, X := X t) ETCRY
,

Then (x] te +
is te commonial

gaussion process in I"

RussianInterpolation : T June ,
X = (ite + 1

%: (ex gaussion random rectares.

Gaussian interpolation z(n) :: Jux + Nx neco, 17

⑨ covariance matrices interpolate nearly : [(zin)) = u [(x) + 11-u)[(x) +10, i)

8 Azul)ij = Cov(z(u)i
, Zinsj) = cov(ruxi + F Xi , xj+Xj) independs

↓
= ucov(xi , xj) + 11-n)cov/X , /j) /cross terms 80]

6 RhodoesEz voy m utos

# (f(z(n))] = PP(mainEzi(n)3 = n) Tn/n = Eff(z(111], ECf(z(os)]

(ld) => P(mat[X;= n) <
, IlmenX; = u S

09/ Gaussian Integration by parts) : X ~N/0
, 1) ,

f:-> ↑2 differentable
,

som
Curs'= u'v + n -

1

# (f'(x)] = E(Xf(x)] Suv : Curs-fur

u' = xe xu
= - e

Ex

v = f(x)

↳ setti - )- find <70+ ke
** (x) = E(t'(x)]

# 10) Gaussian IBP n-dum) : X-No, E)
,
Xer"

, Set [x, 0
,
f: "-> I di

# (x +(x)] = [I(0 f(x)]

Nasty .
Go componentiise,

normatse to X = E
-
zz-No

, In) and apply Id
conditioning on all Dr.

Garthe component you consider.

8 11/Gaussian Interpolation): x ~No
,
E")

,
Yo No

, E") in " for fi"-> I twice dif,

&t him a

M

I(0+ (z(u)) . E ]
chain:

-

condition8 =SE)] , by Elig : (1)=E con Y

#== zus)]
,

intent
I& )

(a) -
M #* S

&--Ezin] ,byEligi]-.
& D+ (f(zin))]= -EEl; (z(n]

% ma).
12 (Slepian's Inequality - Functional Form) : X

, M"the mean zero gaussion random

vectors
. Assure Vi

, j (i) EX: 3 : EX: ]
.

(ii) ES( :
- X

;)] = E((X
,
-X

; 1) ,
fiR -IR tree

dIf S.
1 .

Et-30 Fi
,j .
Den ICf(x)] > ECf(x)]

2x6xj
X

#: Here
, Ei = &. and - E(X : xj]e-ELYixj] = Sij = Eij , assuring

+ IX
,

Den

-⑳= ECf(x)] > Eff(Y)]



nose
,

weater then that uses an approx of te maximum h(t) = #
.. 0

, +glt) ,
matt !

⑩hm7. 14 /Sudation - Fernique Inequality) : Keleet , (1)++
they mean zero caussion processes.

Assure Rat Ft
.
SE T (i) E((X+ -Xs]] = Ef(X- (2) ·

Then EE3] = /33)

# Use anapproximation for the max : +( = log Ye :

"T

j=
&Note fl->M 33:3

in YEC+ (z(u))] = 0 [tediously apply S => decreasing To-T

so E(+(z(1)] = E( + (z10)] => I(MEX] = Eme+ 3) -> max- > Sup
g(B) = E + logn

⑤

9)(B) = 1 - Cogn = 0

⑮

g(B) = 0 ( B = m

⑪ 18 ( max of normally distributed P. V. S) : V; <N/0
, 1) i = 1

, . . .
N indepesident

S

Den
zign

tate
2I (a) Elman En: 3]= I

just add all

= eB B:g
B > O

alog
o

Meter,a
z

&
B ↓;8 IatEx; 3)= Clog&Bri = #Clog =,
=Blogi↑Jensen w/

concave , not

D -> * No ,)
E

convey = NeB"-2
B = 0

(b) IC
,mat[lx; 13] = Etoy> N #let"] = e so switched

-B
-

By, -

Brij
-

=...El, S:13) lg eP]o = log N . zeB
F

() ICmain 31x:13]C- for some Ozogn
Prop 2. /

now pict a

# D Tail bed for nonal distribution P(X:<S71-)e5 nice S
...

& Analysis => (1 =) =E FNEI: (1+" = e

③ Pets S = BN , Beco, ll0gN = Ne for N large

P Brgn) gog) exp)-Blog() =...
# max : PC,En Ex: Bogn) = 1 -1) = Bogn) = 1- P(X = BOlognit ,

N

N
-& # [mann[X]cICwax man 3x3 Bogr3] = 1-11-1(X:<, B- Slog n

He Brig -1 - (1- -)N
C

For any B,
Lindas N

.

c
, 1- t

& 19 : The Gaussian width of a subset TCR" is W(T) = ECoSEX, x] ws XwN10, In

⑬ Hop 7. 21 /Properties of Gaussian width) : Reall that diam (T)=Su-ylle ,

TCR

(a) W/T) Jinite #S T bounded

ExET
W/TSO

# KX(l yell . If with > Kally 8 Fot => T bod It

-

~

T bbd = 11/2 =C ExeT for some <10.
.

Here =*,
x] = /11*112]2 = In CoE

834

(b) WIT) = W/UT) FUEOln) orRogonal rotational invarians
,

yo N10,n) = UX wN10,1)

(c) w(T + S) = w(T) + w(s)
,

S
,
TCRY and w(aT) = (aIw(T) Fae

= w(T) = w(S)
- -

# W(T + S) = ECges = X
,

x + yc] =El, x] + E[ = =, y
> 3

If a so
,

a = 19)
,

<X
,
ax> = (a) = X

,
x)

,

If a = 0
,

191 = -a
,

/ Symmetric => (a) = x
, x) = - a = Y

,
x

- - y
,
ax) m = X

, ab)
-

(d) w(T) = = WIT - i) = E ESige +
= X

,
x - yc] sacs distribution

& w(T) = = (w(T) + w(t)) = = (w(T) + w(- T)) = = W(T - T)



(e) * diam (T) = w(T) = Ediam (T)

# owerboard : Fix ,yeT , then sc-y , y-ET-T maxa , 093 = (a)

- just
take I pair, c

not supreme

W / + ) > Elmax 3 = X
,
x -

y)< X
, y

- x(3) =EE(1 = +
,
x - ycl]= y1z

: /IVle] = /CY3])"Why? = X
, x-y > ~NC0 , 11x-y1(z)

# [11x11 = n Den Fateasup
=> > ~N10 , 1) and

if XvN, 1) en overall
y

=> ECI1: llz] = In

# ElI1]=
#bound : With=+ E+-ya3]=En yl] = Ein diam (T)

die

⑭ usson width calculations Homenon

↓
A (a) w(s") = Etc =*, x] = ESill] : ECIX] = on +

max 31x; 13

D (b) Cube Bo : -1 ,
17 "not to norm is wib=

=11 YII
,

-

-

8 wiB) = EBY, x] =? 1). Itia

.... Note <= y
, x] = E(ly11

, 111o] = EC1 :11
, ]#

I set x = /Sign , , . ..,
Sign /n) + B ,

get Lower bodE X
, x]= E(11-11

, ]....
&Heres equality

w(B) = /111
. 3 = E [ 1) :nEli

P () B
,

"
= Ext" : /Kell

, 13 unit ball wot e
, norm has w/BY ) = ECI/0] = Elmain 14:17

why
? w(B) = ECX,] :Elev

-

condry Schwartz : ECX, x] = EC11X11, Kell
, 3

picts i to be zero evembre but for a 1 in the

max column, x = (i, . . . . Ii) where i = : :mar Elfi 13
=> IIXII = EE +,<] so equality

note
,
= cogn = WIB) = CFogn
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