
reductionto Mathematical Statistics Summary
-roduction-

-hapterI-what this Module is about

D why bother : stats is distinguishing sigual from house
.
This module introduces

The basic grammar you need
.

Data --> models -> in fereme
[parameters]

--aboutparaos]
hapter2 - Basic concepts

② Probabilityspace : (r
,
C

, PP)
- I: were are the points/elementary events
- F : subsets of is forming a o-algebra (take measure theory !

)
- I : probability measure

, PET assigned to each event E

③ Randomvariables : A function X : -> 1
,

measurement
,
X(w) where wis

the outcome that actually happens. [x + B) = Ewen : X/w)EB3 ,
the Law

is theJunction B-P(X(B) - its the distribution.

~ Discrete : pmt , Px(x) = P(X = x)
- continuous : put , fr : 1 -> 10 ,0) P(XEB) = Spy da

- CDF captures all the info aboutde distribution, Fx(x) = P(x = x)
You can calulate expectation,

vorie
,

morrents EIX") Enth moment

- X
, , ..., Xn independent f IP(X ,

a, ...,
Xn = an) = P(X

,
= a

, ) ...
IP(Xn = an)

- If A
,

B events
,
IPCB) O

, men the conditional pooy A given Bis

↓ B "Whate set isP(A1B): ·

⑳8- Whatsee A
= My(u) normalise by = 1P (B) B?

④MomentGeneratory Functions : It explux)] = 0 Fuels
, c)

,

10 MGF-

when the MEF exists
, it characterises the distribution

#UnquestforMumti-

③ Conditional Expectations : conditional put of given X Prix = x (y) = P(X = y (X = x)-

- If x 0 = E(XIX] 0 (positivity]
- I(ax+ bZ1x] : al[xIx] + bE(zix] [hnearity
- ECIE(Xx]] = ECX] Clower Property
- E(f(x)x(x] = f(y)E[x / x] stating out iteat's tenomous

-

A statistical model is aaamor↳parametizedn
late success

8 ernoulli(p) : pelo . 1) X = 50 , 13
- pmf : P(x = 1) = p = 1 - P(X = 0)
- models : winstlosses at roulette

,
success fail

- E(X] = 0
,
var(x) = p(1-p) , My (u) = pe + 1 - p(E(e y = e p + e-p))

- Binomial (n , p) : m = # trials
, Pelo , 1) prob, suces

- pmf : P(x = h) = (f) pP(1-pin 1 = 0
,

1 , 2, . . .



M(1 - 1) ~ Bernolli trials
S [

n independent- E(x] = up ,
var(x) = np(t-p)

, my(u) = (1 + ple" -1) & use above...
-Models : n iid coin flips

⑳metGeometresa country time till the first sucess

for 1 = 1
,

2
,

3, .
per
-- IP(N(n) = (1 - p)" IE(N] = to

,
var( ,

m
1 - (1 - p)e"

=Memoryless ! IP(N = n + HIN > n) = = p(1 -p) = P(X = H) (No effect of previous event]* &

- Use : E(x] = E P(x = n) = [P(x, n)
k = 0

⑨ Negbinomialir, p): niid bernilli
,

oth inder Nr - 1 occurs · Sum of r geometre=- pmf : P(N = r) = (i) p
-

11 - p)
| - r ↳ # sequences legth n /

12 = r
,

r + , ...

~ ones &f ends u/ a I

- ECN]= ,
var(N) = -I , M(h)=T )

"

Sindependence + 8]
Binomial (n , p) / t = up & large n

⑳ son (1) : counts rore incidents
,

e .

g.
# typographenom longta-

- part : (P(X=H ) = +
- E(X] = +, var(x) = +, My(u) = et(e" - 1)

Centy-e1
CIR

⑪ tagorial/p) : Models questionare responses --k- 1
- ↓

k= 0

dinenseosal/ - p. + P2 + Ps = 1 = e % etenI6
-

-- pmf : P(x = i) = pii + & , .., +3 &Pi= E "prob . Simples interesting
- easy to fit to data

,
but

mony parameters .
Occam's razor! Simplest explainationmost

It 10,
0...., ,..., 0) = 2x

⑫Multinomial(n
, P) : Lot g categoral variables together. View Xvcatagorial (P) as

- put : P(m = (mil)= So X = e ; if tii

-see hard stun later... Con,...,mi
=

I

Im......mp) p : (Emi = n)
n &Snot

measur

a Dary
says + model

⑮ form(b):modellocationy random objects on on nea8I
=

CDF eate... all easy to cal...

- ElePU] : safepdbea can be < and O vomoe in high dise...
models radioactive decas
-

O⑭ Exponental (1) : controus version of prometric .
Memoryless constant failure rale

- pdf : f
+

(c) : fet for 30
,

0 o · calculationswillneedha- EST]: Def :
- CDF : Fi is t

so I
-

- ↑(n) = In -1) !

- Memoryless : P(T <n + +(T (u) = P(Tst) intered- MGF : Elec is : in for net
- T(r+ 1) = r Mr)

⑭ (5
, 4) : nait times when NOT memoryless form

isgu-1
- 1x

- pdf : fx() =p 2

- EST] =
. .. : will discuss more-

- Gamera /1
, 1) =epo,oaman , +) Wi- Gamma (U

, ,
1) + Gamma (r2 ,

+ ) = Gamma (2
,

+ 22 , +) whenBye- mode : compute logty() & agre why max ~, limits

-

-oper4 - Transformations

⑯ Univariate Transformation Theorem :
g

: R - IR Asly dig , strictly necessing ,
Xabs as P. V.

-

CDF Fo
,
pdffx .

Then X = g(t) obs its be careful g8Fy(y) = Ex(g: (y)) , f
+ (y) = g(y Ty)

+
+ (g '(y)) rause

on

# +x(y) : Fi(y) = =(Fx(g
+(y))) ,

chain me & /g(g (y))) = 1
... &



⑪ Standard Normal Distribution : ZuN(0 , 1)
,
fa(=AER

-

reall double integral & poor coordinates trists...

- ECE7 = 0
,

var(z) = 1
. Fz() : El

⑱ Veneral Normal Distribution : Xv((p , 02)
,

to k) = Foe
T-Mi

xER
- Note X = M + o z

- CDF Fx() = /EM)
-

Linearity of expectation ele : E/X] =

M ,
var/x)= o

2

- MGF Mylt) = eMt + to'th
(complete one square)

- Independence : X v N/M, 0) ,
yo N/Ma ,

0
> ") ,

** = X + X - N/M ,
+ M2,

0
,

2
+ 5

, 2)
Let just use MOF

, independence & uniqueness theorems for MoFs a

asset prices/exchangeates/amount materal
-

⑭ LognormalDistribution : To model non-negative data. Vo LogN(M , 03) y
X= exp(x) w/ X ~N/M, 02/

- use transformation the to get pdf/cdt.
- MGF does NOT exist ! explodes ... see cites

...

- E(y] : Efe
**

j = Mx (n) = exp(yn + to in >)

⑳ Distribution: Central when
assessing statistical procedure. X X= z, ... za

where ziv No
, 1) ind

.

& = # degrees of freedom of chi-squared distribution

-Idid dependentena
6amma (t . E)
-

# ty(y) = F((y)= (y) +y () = = ) = yexp(z)
&Contdistributions : When R . V.s interact . XER"

,
Run joint dist is P(XEA)

- Multivariate distribution fraction Fr
, .... an

(
, . . . .. n) = P(X

,
= x, . . ., Xu = xn)

- +x(x)= + (x, . . ., xr) Xz -

- Multicandle on of : M(a) : Elexplaix)] #
p(X

, B) =

- To get morginal distribution
, just integrate out allelse I ↳

goalony
x

,

⑫ covariance lovorance motives : How much do R .
V. S depend on each other ?

-

- cov(x
, x) = E((X-1(x))(x- E(X])] = ECXX] - ECXYEC: ] · Note * + x => cor(x

, %) = 0

-

ratbavabcoxbv #:
-

- corr(X , %) = /
= quadratic not a =b = 0#

# var(ax + bx)>, 0
,

= (2bcor( , +))* - 46 varivard) =0

- X
, , ...,

In independent an finite and moments> var([aixi) = Sa? var(ti)
- If XERV

, cov(x)ij = Cov(Xi , Xj) (diagonals one variances
-

EIRT ag

mmmm
#(x] = (up, . . ., nph)

,
var(x) = Mpill-pi) : Xi ~ Bromial (n , Pil

cor(Xi , *j) @ i =j => cov= var(xi) = pill-pil X = sun of a iid

⑳ itj = covixj] - E(X:EXj] = - Pipj
cataporiea(P)

so
P(x;

= xj = 1) = 0

np, (1- p, ) - np , Pu-

np, P 15

cou(x) =

- nPzP , npz(1- Pz) ·
i -I

- PtPi - --

---

np+ (1 - Pk)
I·



↓

⑮MultivariateTransformation Theorem : XER" abouts with density fx() , g:
"

-> R
"

is 1 : 1 & onto & cisty diff with itsly diff inverse h
, then X = 61t) is abs is

with dessity f- (2) = J
- (y)fe(hly)) , Jn is Jacobin Ju : /det() :delchoose of variable

&o: Take ACI"
,

P(Y(A) = 1P(g(x) (A) = P(Xch(A) formuld for

~ Il -- Ra multiple intessats24

(A) g A&he go = St =
(x)d

=Sth(y)) Inly)dy =tilya-I
g

- h(A)

L

ejust norm constant

& Define z = x + /
,

B =

r , (B , 2) = g(x , %) =E ,
X + 1) , use , find marginal

⑮ Quiet Linear Algebra Reven :
-

O Gram-schmidt orthogonalization : Given a basis Ex,...,3 of M , omoganalise byremove u
, component

-& n
.

= it Uz = -( · 4
, 74

, normalise as repeat

⑤ Vernon "Symmetrie => real eigenvalues & othonormal basis of eigenvectors. Vu= +in,

② If U = /h, . . . un) ,
Den Vir = In ATA = (U(zvi)T/Uchvi)I

& V = U drag (t, ...,
In) UT = Li r vi = ULUT = v

② V positive - semidefinate acTU
, O VER" /strict of te dy]

⑦ v has a sart A: UL UT
,

L = dayH ,

+
, ...,
trt) (avoids complex tit w/+co]

⑧ It V symetric positive semidynate.
then so is A

En
2 Multiarale Normal : ~MUN/M , U) y -MER" ,

At Ram S . t .
X = M + Az

-

Ze
M with Zi2N10 , 1) and V = AAT = AATij

- E(X ; ] : ECMi + [Aijzj] = Mi = EllAzzTAT)ij]
-

- cov(xi , xj) = 1((: - E(xib)(x;
- 1(Xj])) = E((Az) ; (Az); ]

= ECAzIAzsTij] j
-

density : If I has full vants,
- [I(x - M)2

use munity( = exp) - z(x -M(TV ( -M)
- dim mapping thi
-

S#
·

tab
⑧

- MOF : My (n) = E(exp(uix)] =... = expluTp + qui Vu)

[(X :
- En)2⑫ scher's Theorem : X

, , . . .
,

An independent NCO,%
.
F: i ,
S

i = 1
2

Then
,
In and St are independent of No , 1)

, S sidepesident

(w100 take o = 1) of Xz, ... In

#Take Schmitammbasu ↑2
M M

Note : [x: /In
+x11" : x nuix = x

+
x = Ex: independent ofU M

so s -EnEx-n n

formula ! ①
i = 1



logridN,, ~
No, N

⑳

Ferbation XFm
(m, as deares o freedoa
and XirX ?

used in statistical

comparisono- Ema +x(y)= y⑧variance

# stelded in notes ...

-

-
Chapter 3 - Approximation Theorems

0 = alP(X= a) = E(x]
⑫Usefulinequalities : ↑ expectations...

E => 0 = a) = X&markov Motor an H-m

5 Envergence in Random Variables : X
,

X
,

X
, ...

R . V . defined on the same prob space

Cquadrati mean)

2-mean El1Xn - x1] =0

m-> O

1):
omitted but not hard

E(Xn] = n + = 1i
create convergence "weakly" Xn= X

· convergence in Distribution := X in distribution
of ECh(Xn)]

@

ECh(x)]
is ca

:

-

(For every
bbd its fethh)

#- n(Xn) => h(x)

⑪Wealcour of Large Numbers : X
, , . . .. An iid ,

mean M ,
var o ? It Xn= : is sample

mean
,

then En-> M in prob.

8 EXE] : [i] = M
,
var([n) = var([xi)= pit 30

2 n -0 *Chobyshev : Pin -MK) = --> 0
G

Z N

: convergence of MOTs can fore weat convergence : E
,,

E
, ...

R. V. W/ MGF defined on 1-c, 1)
,

130.

If m (n) -> Mz(u) for-cuu .
THEN

, En Create convergence]

&a Limit Theorem : X
,, xx, ... independent iid ,

mean zero
,

variti) = o O
,

have a common
m"(0)

MGF defined on 1-1 , 160 , In: Xi
, Then F

.
=> N10,02 m(0-

-

moments
-

# M(0) : Ele
*

3 = 1
,

M' (0) = 1
,

m"(0) = o
2

S pluginto pur series :
Min

M
= Sn = Mz(u) = Ms

.

(*) = (M(E))"Su = Exi
,

M
,

lu) = /MinsSidZ mot of N, 1)
,

so mee= n fsN10
,8)Mz(u) = (1+

37

weate convergence preserved under continous mappings
-

③ Visions Mapping Theorem : X
.
ETC" R.

V. Xn = X

8 xe = x => + (xn) = +(x) + 6bdds f : R
*
-> 18

: M
*
-> R

*

As
.

Men g(x. ) => g(x)
·

Piete hir- R bbd as
,

men

nog:
*
-> I bbd its so (t- => X) => highn)) => 41g/x)) so

Rythm= X,,then



- Statistical Inference-*
* ① Get date Es

,
.... 3

hypothesis
Chapter6-lite libood ② model wast, .... Xn ; 03 tests

of module

2-
③ estimate 8

,
acuate ? Consistentin
- data ?

intervals⑮ served Likeihood function : Data , ..., in modelled as observed
confidence

values of R. V
. S n/ joint density/punt fx

, .... x
,

/
, . . . ., n ; 0)

,
Observed likeihood function

- (10) = Ex,, . . ., xn
(x, , . . .,

n ; a)
- Not party density so so need to integrate to

. Insitions o , data is fixed !
IM2E)

⑮ Maximus Likeihood Estimate : MLE s Rerate y
O that maximises (10) assuming1

it exists & is unique : 0 : angunax (10) = arginat ((0) /same :· Log monotoriesO O
me

MLE Sis makesme data more probable loy-liteiLood
(ii) value of O that has most support from date Led= log (10)

coiridesie y
an event happen

y beware g-

correlation causation.
->

Bain CAUSES por to stay indoors (makes seases8-

warning
: confoundrog-

-> staying indoors CAUSES rain (F make sense] varaibles

ExampleMIE calculations : SILLETHEMODORRE ! Assumption : IN DEPENDENCE

only records Ex&
↳ Q : How were population sampled?

n so good for ① If you sample from internet - you say-& MIE for sequence of Bernoulli R. U.
privacy ! select for needy internet leds...

- Likeihood : (10) = &
S: 11-02" 3: 110) : Logo([X : ) ② Phone for political survey : NOT EVERYONE

MLE

J

-PICKS UP THE PHONE NOT a random

- Dy : 58 = [xi -- (n-Exi) + Log /1 - 0)(n - Exi) sample of pop. of interest ..

1

- O ③ Snowball sampling : get friends to also

answer= > Health & wealth @s = very bad!

- Getting responses I good quality- data
dangerous !!!

⑥ MLE for data modelled by binomial RV
M

- model : Y = Ex ; w/X: binomial & remember n
,

Y - Binomial(n
, 0

i = 1

Y= y) = (y108 11 - &147 => 110)= log(y) + ylog 0 + m -y) boy)1- 0)Litrihood~
nmLE

0 -0

- JV : & - 1 ,
0 -0

,
110) 700

,
110) -> 0 = MAX

② MLE for data modelled by Normal BVs (F)
- to - to

-

- model X
, , ..., In M M iid N/M , 0 0 = (p , +) = R x 10

,8)

- (10)= - zon(x:
- M)

2

n

easier to diff=> e(0) = - Elog/202)-
i= 1

u

- ~ z[(: -M)2
- pu : 0 o

0 -

S

-

- JV : Hessian hassirtly
· eigenvalues LM , 02)-> 0 on boundary of 110,0 -> MAX

1 2
-so can sayBot MmIE (x;

- x

no need for
& MLE for data modeled by discrete uniform RVs calculus here !!! Sample WITH

goal to esticuale
↳

replacement
- Model : bag has unknown #balls & . Select k at random : data

...... "I each #s

- ve asindependentUntam model thisdaa

- (In) monations : (In) to for > maxes, .... 3 => Ence = max & x, . . ., +3

"Linear rececession w/ normally distributed errors "all models are wong8 regression (Normal DVs (1)]↳ calculationse MLE for simple knear but some are useful
explanatory wordAll randere. Interedbyag params easier
- -

- Model : x
;

= age y :
= blood pressure => X

: = U + BX; + oE:; E
,
wiid N10

,1)
covariate

-> re-parametrise : 5 = * Ex:, xi= x : - 2 Centered)
, Xi = < + Bx + 2 = (c = 0 + B]

-
-> switch : Ei= /y :

- < - Ba; ')
use formula

(19 , B,
%) = Elog(202) -
1

->
202Ely ;

- (a + Bx, '))2
-

Dy: = 0E
mi== E(;

- 5)(y:
- j)

o--
- z

MLE &(:
- 5292 1 meet[lyi - (2 + B: ))

- EU : can (10 , B,
0) -> - as 10 , B, 0) -> 2/1- 1+ (0

,077 ?
↳ Involved

,
cheets (N

.
Generalises to multiple covariates

.
VERY important ! GLMs - -.



"This political opinion poll : It individuals- categories
⑦ MLE for multinomial Distribution

K

-setup: sample n individuals from pop. M/ t types .

N ; of type i
, want

pi ,
: = n

- Model : N, , . . ., Ni ~ Multinomial (n
, p) , Pet . Spi = 1

, P: 0 Viz El, . . ., n3
Pt 1- p..... - Ph-

- Citichood : <(p) = (n) : ,
neR"

,
mat p over parameter space (Lagrange multipliers)

If

- maximise : +(p) = log(2) + Enilogpi , For i = 31, . . ., -15 , Split ... Pince Mi
i = / n

- JV : When nicori
, ((p)- 0 as P: -> O -> blug line between stats,

of too "When we raise money
its Al,

mc ,
data seerro ete....

may often data science soureds-2modern dat when we his its mortise learning ,

& MIE for logistic regression seiene wher we do the work
,

it's logistic regression ."Sy&gefundyaits-
I type It diabetic

- senario : = BMI
, yi

=
o

logistic function !
otherwise-

-Model :
:

~ Bernati (f( : Bo ,
B , )) we naC-> Attractive for interpretation : 1-f(x ; Bo ,

B
, )=

-
u

- Likehood : /Bo
,

B
.
) =Tf( :; Bo

.
B , (8

:

/1-f(x;i Bo , B , ) "Zi
- MCE : compute murriedly.
-

How accurate are

Chapter 7 - Repeated sampling Principal &McE estmates ? Does Not depend
- on te model paraos !!!

-
2 e . g... MLE

* statistic: A statistic is simply a function t(x
, ..., n) of the observed data s, ....n

③ Repeated Sampling Principal: statistical decision procedures should be evaluated on the basis
g-

their behaviour in poretical repetitions of the experiment bat generated the original data

x
,..., n .

If we observe data Bot + fit model => reject model.

note :
-> if data,,..., a modelled by X, ..., In or/ prom O

, % t, ..., ) estimates model

parader O
,

then T = t(X
, , . . .. Xu) is an estimator for O.

=
want Small BUT large time &- we don't care... ]-o

~Bas ofon Estimator: Bias of the estimator T= T(X
, . . . . , Xn) for O is # /T- O]

distance betweenO
~ both small ( estmater & pardm

quare-Farganestimator
MSE y T for O is EalIFo)"]

root mean deviation
un

squared Square so I canelout
- -

⑭ and error of an estimator: S .
E= RMsEmpt for a 01]MS E variance - Bas

--

⑬ as-vorance decomposition of MSE : MSE = Eo((T-0(2] = vara(T) + (Ea(T)-0)
"

# E((T- &)"] = ECIT-EOCT] + Eali] - a)3]

-E0(+3)+Fa((t-Eat3)andom13 + /(T3 - 09"
-

vari bas

#stencyof Estimators : A sequence of estimators T
, , . . . is consistent

n- &

foro j in-> O in probability .

n - &

note :
->In: Tn(x, , . . .,

Xn) estimates 0
. MSELTu) : Ex((Tn-01] --> 0

-
⑳= In -O in probability convergence in 2-mean.

not: MLE could be based but consistent.

- Data x
, , ..., n

viid Unform 10, 0) ,
O unknown

- MIE = Mr = maxsx, , . . ., 3
,

110) : in for O > maxes, . . .., 3
=> CDF of My : Fmy (m) = /e) for O= me O

, (Mn = m) = (P(X ,
= m))

"

- ODF & Mr :ofw(m) = for om = @ (dy
more cle stions

- Ea(Mn) = m.m= Folmn]-0 : -0 & based but
2

-

Folm? ) = .. .= = EolIn-03] = ... =MihtO not consistent...

are

⑮ LE General Picture : Under bycnditions, seques y MLE estmatesa

Ii) asymptotedly unbiased
,

(ii) sequences of MIES have MSE which one asymptomally as smallaspos
-

(* ** E
· sequenceso MLES + converse to boundary of param specs

Herve MLE consistent · #data -->
· dim parameles o cannot increase

for sequences y MIES



MCE might not be hebest estimator in tes y MSE

⑯ MLE
may

not yeld opti MSE: idea is that instructurely natural estinators can actually-

be based .

Need to adjust to make been unbiasedsary no wanna estimate
p ,

o
..

&Variance + baspilr-- Dis is Straightforward
⑳ Estimation o mean using sample mean

- Take X
, ..., An iid mean M , variance o ? It In= xi is sample mean

I=> Bias : E/[n] -

M = 0 -> unbiased

-=MEvariancesbreeased butI varim

⑤ Estimation of variance using sample variance

- MIE is based ! Eme=nx : -En
.

= n[X ,<] - uEGEn]
= sameimSo bios : Els"] -

o
=

= 0
M

- based

NO BIAS

- let s
..a site tonimust=

- orgmin(MSE(Su ,
all I -

-uMORE VARIANCE

= a
*

= n + 1 better mSE Worse mSE

Trade off between bos & varidnes ! BUT LESS intimate
VARIANCE BIAS

--methodof moments is an alternative to

ME
100 yearold.mserstandna

-hapter8 - Confidence Intervals

⑰ Confidence Interval : Data s
, ..., in modelled by X

,, ...,
/n w/ param &#

. A pair of statisties

&(x, , . . . , xn)
,

r(x, , . .-, n) Specify an interval (11, ..., 4n)
,

r(s
, ..., n)] which is called a 10011- 27 %

CI (ar$(0) y Jorary Ot
, Pole(X , , . . .,

x) = p(0) = r(X
, . .., xn)) = 1 - a

"Throw data data ⑮ aussian percentiles : For < + 10 , 1) Set the 10011 - 1)
at wall :

10011- 2) %

chance g
bitty O↳-

·

erfdomin your wet note: P(z = zc) = 1 - x

I
sponge of => &(zc) = 1 - C -

-

data - -F) --za -& P(z) - za) = P(z = z) = 1 - 9 !

⑭NormalCI with known variance
,

unticom crea : data , ...., an modelled by X, NCM, on
M

unbrown M .
KNOWN G 210

·
Choose McF estimate for M : En = nEX : (In-Za S

n + zc)
T* ~N/m, ) ~No , 1) =Pab=- has prob- -

- ↑

Ern
- a = b = za of contancy M

s Prot: is a random variable whose distribution # deposed on params y
note : If we can find a pinot of simple form -> easy to build a

modeling modto
n degrees

-

I think's pread out N10 , 1) freedomy
-

&Student'st-distribution : Z vN10,
1)

, VwX are independent M. U. S T= t
⑤MoreNormal confidence Intervals : Data x, .... an modelled by x

.

d
NCM , 02

unbiased sample variance* Estimation of variance /ismore mean) -men

Pirot !

-m T
i = 1- Pirst : & + 10 . 1) = Print Xzn - 1

,
1 -

z a- 1 ,

is De 10011 - 2)

(-> P
percent le of X- **-

M . 0-⑧n - 1

PP(X = Xy
,

a) = 1 - x



⑥ Estimation of mean w/variance unknown T=
-

chiphot is Tenerepf.o2

S
Note: widths of 21 for M & o 3

are not independent... => Pp ,
or
(In-t... ME n

+ t
.

,
= 1 -

A
.

Az
P(A

, 1Az) >, 1- P(A
, ") - P/A2'E ↑ I#

for M
g

MecIn EeCioz w/prob 1-2
=> [2-tn

,c + t, is 1001-
T

↑,o their <I

② Regression case (use fisher's this for linear regression)-

⑮ for Binomial Distribution : Unknown proportion p of pop . Carry genete morker
-

morter in sample size of n
,

model as X=Bi B: erneip
& d var· where a

(doesn't monea
- WLIN : 1zop Howble <I :: nastyM

p(1- p)
approximate pivot function of p ...

-maping o,
->Ppl-zz-

denom I8 ,p+ ]
approximate CI for p -> need big a

5MulticomialCI : lead of one political party over anomer

-> setup : data n
, .... ht ; En ; = n

,
modelled by multinomial (n , p) . Estimate P . -P2

1
- MLE : p .

- Pz is p .
-

2
: -1 from covorade matix

M - -
- mean : E(p - p= 3 = .. = p. P2 ,

var(P ,
- P2) = var(p,) - zou(p . >] + var(z) =...

-

Appear pinot : -(p-P

replace some params#- (P,
- P2)2

= No . 1=-↳~/ their estimators 2

vidW(LN/ CLT approx CI for p . -p2

⑮ an instead of men

-> X
, , ..., Inv caudry = EX= ~camey = cannot estimate o based on In

- Triste : compute median instead of mean ! Define = &6 U. ~ Bern(z)-

- P(Xy) = 0 = X(n - x + 1)] = P([Xt(k
,

n - H + 1)) = At
- Pete ↳ S . t

. PCAn) > 1-a
"

M

- Prof : E
,

% ~ Binomial (n , 2)
- Have another look

...
a little confusing
-

To estimating1 Testing !
-ter9-statistical Tests possible param space

<

⑤ TestingSetup : Given data x
,... pen modelled by a joint distribution depending on REI

.
De

statisticalmode Lithod). De

-
can be simple:

conventionally, Rose # = 50
, 3

are nested hyponses
--or compound:

best case sendred # #,(ii) alternative hypothesis OE#, c #
under alt hypothesis # = 1-8, 00]
-Fition : (10)kauhdoesdata supa

-

10 is Idim)
HelihoodRatio:

a lasse value w
(elhood Ratio Testa

Sup

- unlikely if mul hypolness true
=> small PE reject Ho

-
↳ there are O

,
that are much best case Scenario measures me maximum probabilityunder null hypothesis

of seeing
evidence against the null

more strongsupportedba

a
&-hypothesis when null hypoles is is

actually true
.

valueof a Test Statistic : Suppose Wis
, ... , n) is a statistic to test Ho against #,

WKX, , . . . , Xn) s D.
V

.

The p value for WK. , . . ..
n) is pl..., n)= SPol.... xn), wa, . . .,n)

↳ small pvalue => strong evdeme us nul . How often will test statistic be mong ?



* sion Theoretic Interpretations Nil hiposhes's simple so #o = 5003 <#
, luested]

& Pict syngrance wel +10 . 17 /Based on contextual evaluation of
vists

of mating mistakes]
① model the scenario : obtain data ...... "n & model / P. V

. s -> LikelihoodL10;,...., n)

⑦ Test null hippiness vs
.

alt. hypothesis using (DT (or other chosen test

① Consider the resulting p-value :

at significance level a

↑ prejet hyp acept #
,

-could be morse ! I

&Koma : X Dr.
m , us CDF

,

⑱ or Distribution of p-value vorder a simple a mel hypothesis: Then P(F= (x) = d) = 0 + 10, 1)

Suppose o
= 5003

,
W(X) has its dist for 0: 00

,

tron
, moder null

, Poo , p-value P(X) ~ Uniform 10, 1)
& Let z

,
X be P. V. Ex

,
distributed Po.. by test statistic def distribution of w(x)

when 0 = 00

↑ (x) = Po(w(z) w(x)(x) = 1 - Po(w(z) = w(x)(x) = 1 =Fw(x); 00) 1 - (1 - x) = x

Po(p(x) = a) = Pa)1- Fr(w(); 00) = a) = Pool Fu(w: 0. 1-2) : (Fr(w() : 0.) = -
(The -test)

⑧Thesample t-test : ·und hypothesis mernativehypolisis
-

·Setupdatemode aa
S

* "

= Esp-]
- Fischer's thin : under M= O

, +(x) -th-1 (50] It., is tn-,
COF

-> W(x) ↑ function of + => p(x) = Po
,
o z

(w(x) > W(x) = Po
,

z(t(x)c +(x) = 2 (1 - Fe
..,

(1 +(x)())
-> Reject null hypothesis of It103k- t

..., 22
be very

consul
what -value

: rejecting and hypress # Of 10011-27 % confidence internal for M . LINM !
you choose !

nuc hopes alt . hypothes's
- -

⑫epigcance& power of a test : #-parameter space , Ho : O
,

H : #
,

#, C ⑪

- A test has significance level a f it has probed of rejectingRo when it is true

= Alest -> test statistic W(s) : reject Ho if Wks]
,

< where a chosen to active Sig.
level a.

Set B = 32 : W, C3 . Reject Hon setRa Prejection region] -

= Type I error : rejecting He when Ho is true. reject
↳ signfcamelsize a bounds P(Type I error) : · (with a

- Type I error : not rejecting Do when Ho false.

↳ The power of a test conbels PP/Type #error) : BIO) : Po(XPC) for Ot #
, 10

- In brief :

·Power function of a test : B10) = Po)Ho rejected)
· significance level size giest : <

=Sur B(O)↳jeHMen noar
Note :

Ideally B(Q) = 1 for Of #,) Do
-

=
-

a BIO) = 0 for Of
o

this
is more

· ...↳
Not possible : B1O) is continuous.-utely*I 10T

,



-

Footnot to recalls

① MGFS-feelyDistributions : If X , X are two andom variables

on R with Mx (t) = My (t) on some interval (-c
, 1) with Ot(-c , c)

.
Then X and

Y have the some distribution
X als ctsRV .

& Univorate Transformation : If X= g(x) 1 where g
: /- # is increasing,-

&bijecture, contriously differentable on positive ,
cen F(y) = Flgys)I

-and f y (y) =

gi(g
:

(y))
+ + (g (y))

& MVN: XEie" has muw distributionf X = M+ Az where

Mettch is me mean rector
,
ZERM is ano-restor y

m

iid No , 1) random numbers and At I
nxm

is a motit such
Dat V = AATE Ran is the varidu-covariance mate

,
so but

X ~MUNIM , El

D A distribution is memorless f P(xn + + (x(t) = 1P(X(u)

⑦ scher's theorem : If X
, , .

. .
. In area sequence of N/M ,

02 random

varsales
,

Din setting En=Ex and S
*2

-Si-Fr)3 ,

then

Di Following
are dependent

-

⑦ Conversee : ~ No, *

198
·In-> X in 2-mean j(((x, -x()-- 0

H
· X X in prob EsoP(/Xn-mks) 0

↓
· Xn -> X in distributionif ECh(Xn)]= ECh(x)] -bbd h : I - Th

⑥ALN: X
, +, ... sequence of andom vorables ind with finite mean M

and

"X: is the sample mean
,

then En-> M in pobvariance o ? If In = n
,

An n 0

Feld8 P(IF-MKs)=  -
EZ

# T : X
, X , , . . . Sequence of

iid random varances - zero mean and

finde varades ,
and have a common mot defined on some interval (-c, c)

with Ot(-c, c). From En In= N10 , 03

# mopping to:It XrX
in Hand %:

*

-> M" is contrors

Then g(tn) -> &mappingnest

-
>m : If n => X

,
M = C Ren xn + + = X + C⑤ slutsty's

- - ↓
S

(ii) An in-> X and lii -> jc + 0Z

# An esticator is consistenti in
20

D p-values : p(x , ..., ) = Sup(w(x) w()) . M probability of seeing evde
-

against oneaull hporness whenHo 3 actually true,

& type 1 : Preject to when do true)
Type It : "I don't rejectRo when Ho false)



Rejection region RC = Ex : WK, 23 wherec chosen to actieve S. % .
a.

reject Ho j se Ra

· Po(w(x(, )= Pa(Xtra) = c

Power B1O) = Polto rejected)
C

=Su B(0)

-Readcheet:
↓ tE(oc, c)

· If Ele + *

3 = &

,
Ren MGF of X Mylt): ECett] = 1 + tE(x] + EE(x*] +

...

Ete(- < , 1) Where <o some constant
&

·

te +x = (- e
+]8 &e < neer;!
·

0 +
- -

O



ofsweaty trides

· X,
, , . . . , In / X :

~ Exponential (t)

=> &Xi Gamma (n , 1) (Sun ofaid exp is gammd]

-

IP(x(y) = e
+x

which is easier to not my !
-

E3 = /+ ]= yet
↓~ Gamma (n ,)

- Memoryless ↑(X >u ++(xu) = P(x)t) fu
,
t)0

- Gamma (n , E) o 7?

·

Union distribution on a weird awed :FS#E(y> A3dA
↳ use

symoney corr(X , x) = cour(X , -2)

· Transformation thre requires STRICTLY ↑ function

· State WHEN you use a named theorem,

↳ Sum iid Random Variables = CLT applies

↳ exp as => apply CMT

· Fischer's thes for sequence X, . . . In but ,
o untnom.

↳
:

-~ i - 1 En No , 1) O
.

V
.

n - 1 so var = I

-

so EC - * (2] = 02E)z
,

2
+... " En= 3 = (n - 1102

- ↓
-

· Be VERY argeID NOT X
,
~ Exp() ,

+z-Et)
·

Justify MLE makes .

· NOTE : SHIFTED DISTOUTIONS -> X = z + 2 /not odd factors)
· DEFINE ALL YOUR VARIABLES

. Leave nothing unexplained.

· CIT ILLN

- iid - id

- common mot-fiside ,
o ?

& say est statiste w/t) ↓ defied on X, 0
, then

W will be begest on [0 , c] so that is are rejection
region ,

↳ use ↑Nd of test statistic to deterre shape of Ra



· X vN(o
, 1) = X2

F
↳ Fr(y) = p( + = y) = p(x=y) = Is i = St+and

-

↳ fx(y) = F!(y)
USE I frections

-5

& Zei" # /z] = M
to dentify ranges

↳
Vij = #S(Z :

- 1(z: ])(zj-E(z;7)] Xx = 05 =0
- E(zizj]- Minj = V = zzT + ppT

· conditional expectation :

- Take out meet's known
- Tower property (can smate an excal EC . 1x] in !

· Suc n iid P. U. => apply <T => log N .

· severe Normals ->> MUNIM , v) where VER
↳ specily matt carecully. AAT = U

↳ watch ouoncomos
f

a
any point - ↑ LL RELATED !

· = u + Bxi + + 2 = Vi v N(y + Bx;, or -> PDF !

· Lagos multiplies... T tz ~No,1)
· For I -- vw7

↳
M ,

o z untroun => Fischers , tn- create it !

↳ of known=> Simpler X
· Liteihood atio statistic Dates pramansee dig-

n + m

· NLLN prof : Es 30

↑ ((xn - m(z) = P((X
.

- MPc, 2)= M). a
· Choose questions CAREFULLY !

↳ mate surl you can do all party have deas for how

to attac ,

· If you can'Jr a logical Step . LEAVE IT & come bast.

↳ all doable
, just can't go wrong.


